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A  S T O R Y  F R O M  T H E  F R O N T  L I N E S  O F  P O W E R  P R O T E C T I O N

A  H I G H E R  L E V E L  O F  C O N F I D E N C E

All too often wh e n
installing netwo rk s ,
companies focus all their
attention on hardwa re
and softwa re. But no 
m atter how perfe c t ly
designed that system is, i f
the power that feeds it is
fa u l t y, it wo n ’t perfo rm
re l i ably if at all.

Not re c ognizing that can lead to
a gre at deal of time and money
lost searching for the cause of
random system crashes and other
my s t e rious occurrences in all the
w rong places. Here is an ex a m-
ple that happened to a major
n ational IS consultancy fi rm.  

A well known insura n c e
c o m p a ny hired the fi rm to help
d evelop a risk management sys-
tem that would automate their
u n d e r w riting ap p roval pro c e s s
for new policy ap p l i c ations. Th i s
Au t o m ated Risk Manage m e n t
System project called for imple-
m e n t ation on a Wi n d ow s - b a s e d
client running on a NetWa re
s e rver plat fo rm. Choices that
we re a radical dep a rt u re for a
c o m p a ny wh o , until then, h a d
been completely “Big Blue.”

In this case the system wa s
being implemented on NetWa re
3.11 running on IBM’s model
8595 serve r. The prototype 
system was scheduled to ro l l o u t
over the next six months. But
b e fo re further development could
o c c u r, it was necessary to ve ri f y

the systems’ s t ab i l i t y. The 
p ro blem was the system simply
wo u l d n ’t wo rk. A series of 
s e e m i n g ly random hardwa re
i n t e rrupt erro rs kept bri n ging 
the netwo rk dow n .

The fru s t rated systems 
d evelopment team spent count-
less hours going over their wo rk
and could find nothing wro n g.
Of cours e. Th e re wa s n ’t any t h i n g
w rong with their wo rk. Th e
d evelopment team was simply
looking in the wrong place! Th ey
n ever dreamed the pro blem wa s
p ower re l ated because they

b e l i eved they had taken eve ry
p recaution against power 
p ro blems. After all, the electri c a l
s u p p ly in the developmental lab
came from dedicated isolat e d
ground circuits with surge 
s u p p ressed outlets.The serve r
was powe red by a 900 Va
S m a rtUPS from A m e rican Powe r
C o nve rsion. Wh at else could
t h ey have done?

With the amount of money
a l re a dy spent and, it was fe l t ,
jobs on the line, fa i l u re wa s
something nobody in the loop
wanted to even think about. Th e
cl i e n t ’s MIS manager had a 
sinking feeling she had stuck her
n e ck out too far dep a rting fro m
c o m p a ny tra d i t i o n .

With a big stake in the 
p ro j e c t ’s success, N ovell had by
this time become invo l ved and
assigned a team of engi n e e rs to
at t a ck the pro blem. “Could it be 
p o s s i bl e,” t h ey aske d, “ for these
‘ s p u rious hardwa re interru p t s ’t o
be power re l at e d ? ” A simple
question that provided the key to
the ultimate solution. 

H aving consulted with
O N E AC in the past on issues of
p ower impacting netwo rk re l i a-
b i l i t y, t h ey called them in aga i n .
When ONEAC saw that the
client was using an A P C
S m a rtUPS to protect their serve r,
t h ey knew that contaminat e d
p ower could ve ry like ly be the
c u l p rit. Because the fi l t e rs A P C
and most other popular UPSs
e m p l oy to condition powe r, a re
i n c ap able of preventing all harm-
ful power line contaminants fro m
passing on through to the system.

The fi rst step was to place an
O N E G raph power monitor on
the line to make a histori c a l
re c o rding of wh at was passing
t h rough the UPS to the serve r.
The tape readout allowed a 
c o m p a rison between the 
incidence of each high energy
s p i ke with the time re c o rded fo r
eve ry system crash. Wh at wa s
d i s c ove red was that eve ry time
the server ex p e rienced a spuri o u s
h a rdwa re interru p t , its powe r
s u p p ly was being jolted by a 70
to 80 volt common mode (N-G)
impulse! Th at the two coincided
almost perfe c t ly, c o n fi rmed bad
p ower as the culprit. 

It was pre c i s e ly this type of
p ro blem ONEAC ’s full output
i s o l ation tra n s fo rm e r- b a s e d
p ower conditioning was designed
to solve. So their UPS pro t e c t i o n
was upgraded from APC UPSs to
O N E AC ON Series UPSs and
O N E AC power conditioners
installed on the peri p h e rals in the
s e rver room. And the pro bl e m
was never heard from aga i n .
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Wild goose chase!

The ONEA C
difference.
It’s well established that power

problems are the leading cause of

network downtime and data loss.

Lightning and outages are the

most visible of these. And most

UPSs protect against them to

some degree. But fast edged 

transients and other conducted

noise can be just as dangerous.

ONEAC’s low impedance, full

output isolation transformers

eliminate them completely. While

UPSs with filter-based power

conditioning are only capable of

protecting against a portion. That

difference can have a major

impact on reliability.

The evidence is that sw i t ch i n g

f rom standard fi l t e r-based UPSs to

O N E AC Premium Grade Powe r

UPSs leads to an ave rage 35%

reduction in hard fa i l u re s , 8 0 %

reduction in “no tro u ble fo u n d ”

s e rvice calls, and equally dra m at i c

reductions in a host of other my s-

t e rious system ills.

The cost of a UPS is a small

fraction of your total investment

in network systems and supports.

Doesn’t it make more sense to

specify the UPS that offers you

the complete power protection?


